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Course Information I

m Credits

3 credits with 32 lecture hours + 32 experiment hours
Final Exam—Iast week

® How to get scores
Attendance 5%
Projects/experiments 95%
oRoom 303 & 305,
06h-13d weeks, 5:30-9:30/Friday
Final Exam 40%
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Course Information I

m Contents
Introduction
Bayesian Decision Theory
Parameter Estimation
Non-Parameter Estimation
Linear Discriminant Functions
Neural Networks
Decision Trees
Ensemble Learning
Support Vector Machine

Xin-Shun Xu @ SDU School of Software, Shandong University



Course Information I

m Mathematical background
Linear algebra
Probability theory
Statistics
Information theory
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Remarks _I

m Lectures are important, but not enough

® You should review what have been taught with
more hours than the class hours/week

® You should be familiar with all terminologies
related with this course.

m Practice what you have learned

No Pain, No Gain!!!
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What are machine learning
and data mining?
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What is Data Mining? 1

m Data Mining

Data mining is the analysis of (often LARGE)
observational data sets to find unsuspected
relationships and to summarize the data in novel
ways that are both understandable and useful to the
data owner. [D. Hand et al., Principles of Data Mining]
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What can be mined out? _I

m Knowledge
m Hidden relationships,
m Underlying reality

Information that should be potentially useful for

decision making or understanding the nature of
the task.
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Why Data Mining 1

m 2010.9 Flickr has 5 billion images 3000/minute
m 2009.7 YouTube has 0.2 billion-hour videos, 35
m 2009.2 Facebook has 15 billion images
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Data are rich but information is poor
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Example (I) _I

m Mining supermarket transactions

WAL*MART

ALWAYS LOW PRICES.
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Example (ll)

® Mining the valuable customers.
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Example (1ll) 1

m Decide whether the
current access is
Intrusion.

Building models based
on historical records,
e.g., decision tree,
neural networks

Anomaly detection
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Example (IV) 1

DNA double helix

m |dentify gene function
m Finding key genes

m |dentifying gene
expression patterns

m |dentifying gene
Interactions

m Finding similar genes.

‘J’ = .
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Chromosome— & W&

p arm

Centromere
g arm

Histone prcteins\

U.S. Mational Librany of Medicine
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Example (V) _I

S m Cancer Diagnosis

Given data on expression
levels of genes, classify the
type of tumor.

Discover categories of tumors
having different characteristics.

m CAD(Computer-Aided
Diagnosis) systems help
improving the diagnosis of
doctors based on the
historical cases.
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Example (VI) 1

m Ming the web structures, web content, web
usage and web logs to identify interesting
patterns for web search, user behavior
identification, even relationships among people.

Go ugle YaHOO! flicy,.

Images

bl ng Bai'ébf'ﬁré

Alibaba Group
- PEEESE
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Example (VII) 1

m Mining financial data
Fraud detection
Stock trends discovery

- VISA
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Example (VIII) 1

m Marketing

Given data on age, income, etc., predict how much
each customer spends.

Discover how the spending behaviors of customers
are related.

Fair amount of data on each customer, but messy
May have data on a very large number of customers.
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Top DM Fields

Poll

Industries / Fields where you applied Data Mining in 2008: [107 voters] .
m In 20 fields, 9 of

CRM/ consumer analytics (41) o
Banking (34 — Y them are related to
Fraud Detection (21) 19.6% .
Finance (18) ——— finance/commerce.
Direct Marketing/ Fundraising (15) e 14.0% ]
Other (14) I 13.1% m 8 of these fields are
Investment / Stocks (14) 13.1%
Credit Scoring (14)  FERTA among the tOp 10
Telecom / Cable (13) 12 19 o
Retail (12) . 1o m Telecom, bioinform.
Advertising (13) 12.1% .
Biotech/Genomics (12) B 11209 MedICaI, health, ey
Science (11) Y 10.3% .
nsurance (11) — are also top fields.
Health care/ HR (10) 8_3%
Manufacturing (9) 8.4%
e-Commerce (8) 7_.5%
Web usage minig (9 I [KDNudges Poll, 2009]
Social Policy/Survey analysis (8) 7.5%
Medical/ Pharma (8) Bl 7 5%
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Salaries of data miners

Region
USiCanada . 110
ﬁ.ustralia.n'r-l?_: ad

W Euro p e —— T

Latin America 74
E. Europe BB
Asia 3
Africa/MidEast| 20
0 20 40 80 50 100 120

Avg. Income, in 1000 USD (est)

[KDNudges Poll, 2009]
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Financial Crisis Effect on DM _I

Financial Crisis Effect:
How much the amount of your paid data mining / analytic industry work
has changed since last year: [99 votes total]

100% down (unemployed) (7) | | 7%
decreased 50% or more (7) -

decreased 25-49% (4) A9

decreased 11-25% (8) I oo

stayed about the same (37) 39%,
iIncreased 11-25% (14) 149%,

Increased 25% or more (11) 11%

not applicable - not working in | K™
the industry last year (11)

[KDNudges Poll, 2009]
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How large can the data set be

over 1 Petabyte
101 TB to 1 Petabyte
11to 100THB
l11ltoc10THB

101 GB to 1 Terabyte (TB)
11 to 100 GB

11to 10 GB

101 MB to 1 GB

11 to 100 MB

11tc 10 MB
lessthan 1 MB

[KDNudges Poll, 2011]

W Largest 2(

W Lgrgest 2010

00% 50% 100% 150% 200% 25.0%

Region Largest Dataset % analyzed TB+
(voters) Analyzed (median) data
US/Canada (53) | 11-100 GB I 50 2%
Europe (49) 11-100 GB I 15 4%
Asia (20) 1-10 GB H 10%
Latin America WG 7%
(15) 1 GB
Africa/Middle I 0C G
East (7) 1-10 GB

Xin-Shun Xu @ SDU School of Software, Shandong University




Data types in mining tasks _I

m [ext data

~
2k

School of Software, Shandong University
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Data types in mining tasks

m \Web data
Welibo

m Social media

Latin America  Middle East

MEXICO | ARABIC

TV:  CcuHi | CNM en Espafiol

Set edition preference

Home Video World Business

@

U.S. Africa Asia TG

The power of CNN on
your Wlndows Phone

More Europe

AR CBETTT ITAGES

It's Zaha Hadid's time to shine

Women r take first gold for hosts

Rowers Heather Stanning and Helen Glover stormed to victery in the women's,
pair to claim Great Britain's first gold medal in the London Olympics. FULL STORY
VHAT TO WATCH

TOP EUROPE STORIES

* Romania impeachment on track to fail

- Rausing pleads guilty to delaying heiress wife's burial
« Child's call that sparked frantic hunt was hoax

* U.S. "fake bomb’ triggers embassy alert in Horway

« Tsonga wins longest tennis match in Olympic history
* Police warn teen over Twitter abuse of diver

« UK government review may scrap Libor rate
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Changing the Way You Work

“Designed By Technology” has the
details on Toshiba's hattast PC,
including Satellite UB4OW: a brand-new
Ultrabook™ offering a 14.4-inch display
with a cinematic 21:9 aspect ratio and
split-sereen functinality. It comes in a
beautiful aluminum chassis equipped
with harmankardon® speakers. With its
premium features and brasthtaking
dasign, Satellite UB40W will
revolutionize the way you work

Check out “Dasigned by Technolagy” for

all the latest news on the greatest new PCs. Read More.

advertising provided by : TOSHIBA

Analysis »
Manifesto for a better Olympics

==& Mark Perryman says London
2012 organizers need to
consider an alternative vision,
if they are to create a true
legacy.

« Germany: Swing state that matters
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Data types in mining tasks _I
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Data types in mining tasks

m Temporal and spatial data

Xin-Shun Xu @ SDU School of Software, Shandong University




Data types in mining tasks

Secuencia de ADM (= gen)

2 mutacion genica
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Secuencia de ADN mutada
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Data types in mining tasks

Types of Data Analyzed/Mined in the past 12 months

faavoers a m Compared to 09
able data (fixed # of columns | : :
:;1E|2}d 12 (fxea orcomns)  ro.s% Decline of Spatlal
.time series (56) | I 38.9% data/audloltext
itemsets / transactions (52) I 36.1%

text (free-form) (43) I 29 9% (free-fo rm)

anonymized data (38) I 26 4% .
social network data (28) N 19 4% Increase Of SOClal
overen) = o network data/web
XML data (17) -11.-8% content/ XML data.
web clickstream (15) N 10.4%

email (15) I 10.4%

images / video (11) B 76%

music / audio (3) 121% [KDNUdgeS pO”, 10]
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So, what is DM 1

m Large
Small data does not requires DM.

m Observational data
Not experimental data. No control on data collection.

m Unsuspected relationships
Relationships should be correct and significance.

m Novel
Common sense is useless.

m Understandable
The miming results will present to user for making decision.

m Useful
The mining results should be useful to users.

Xin-Shun Xu @ SDU School of Software, Shandong University



What is Machine Learning? [}

m Machine learning/learning

A computer program is said to learn from experience E with
respect to some class of tasks T and performance measure P, if
its performance at tasks in T, as measured by P, improves with
experience E. [Tom Mitchell, Machine Learning]

Program/Model

Performance P

=3

N 4

Experience E

Xin-Shun Xu @ SDU
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Typical ML Problems _I

m Document Search
Given counts of words in a document, determine what
its topic is.
Group documents by topic without a pre-specified list
of topics.
Many words in a document, many, many documents
available on the web.

m Image/Video Understanding

Given an image/a video, determine what objects it
contains.

Determine what semantics it contains
Determine what actions it contains.

Xin-Shun Xu @ SDU School of Software, Shandong University



Typical ML Problems _I

m Cancer Diagnosis

Given data on expression levels of genes, classify the
type of tumor.

Discover categories of tumors having different
characteristics.

m Marketing

Given data on age, income, etc., predict how much
each customer spends.

Discover how the spending behaviors of customers
are related.

Fair amount of data on each customer, but messy
May have data on a very large number of customer.

Xin-Shun Xu @ SDU School of Software, Shandong University




Machine Learning Framework _I

m Supervised learning

m Unsupervised learning

m Reinforcement Learning
B Semi-supervised learning
m Active learning

m ...

Xin-Shun Xu @ SDU School of Software, Shandong University



Supervised Learning _I

m In the ML literature, a supervised learning

problem has the following characteristics:
We are primarily interested in prediction.

We are interested in predicting only one thing.

The possible values of what we want to predict are
specified, and we have some training cases for which
its value is known.

m The thing we want to predict is called the target
or the response variable.

m Usually, we need training data (test set?)

Xin-Shun Xu @ SDU School of Software, Shandong University



Supervised Learning _I

m For classification problem, we want to predict the

class of an item.

The type of tumor, the topic of a document, the semantics
contained in an image, whether a customer will purchase a
product.

m For a regression problem, we want to predict a

numerical quantity.
The amount of customer spends, the blood pressure of a patient,
etc.
® To make predictions, we have various inputs,

Gene expression levels for predicting tumor type, age and
income for predicting amount spent, the features of images with
known semantics

Xin-Shun Xu @ SDU School of Software, Shandong University



How to Make Predictions? _I

® main methods

We can train a model by using the training data to
estimate parameters of it, then use these parameters
to make predictions for the test data.

Such approaches save computation when we make
predictions for test data. That is we estimate the
parameters once, and use them many times.

e.g. Linear regression

m other methods
Nearest-Neighbor like methods

Xin-Shun Xu @ SDU School of Software, Shandong University




Nearest-Neighbor Methods _I

m Make predictions for test data based on a subset
of training cases, e.g., by approximating the
mean, median or mode of P(y|x).

N 1
i) = = Y w

'ILE_"\‘TI{ (I)

m Big question: How to choose K?

m If Kis too small, we may “overfitting”, but if K is
too big, we will average over training cases that
aren't relevant to the test case.

Xin-Shun Xu @ SDU School of Software, Shandong University



Comparisons _I

m These two methods are opposite w.r.t.
computation.

NN like methods are memory-based methods. We
need to remember all the training data.

Linear regression, after getting parameters, can forget
the training data, and just use the parameters.
m They are also opposite w.r.t. to statistical
properties.

NN makes few assumptions about the data, and has
a high potential for overfitting.

Linear regression makes strong assumption about the
data, and consequently has a high potential for bias.

Xin-Shun Xu @ SDU School of Software, Shandong University



Unsupervised Learning _I

m For an unsupervised learning problem, we do
not focus on prediction of any particular thing,
but rather try to find interesting aspects of the

data.
m Clustering

m Examples

We may find clusters of patients with similar
symptoms, which we call diseases.

We may find clusters of large number of images.

Xin-Shun Xu @ SDU School of Software, Shandong University



Reinforcement Learning _I

N

Internal state “reward

.y

i

learning rate @
inverse temperature p
discount rate v

observation

Xin-Shun Xu @ SDU School of Software, Shandong University



Reinforcement Learning

m Learning from interaction (with environment)
m Goal-directed learning
m Learning what to do and its effect

m Trial-and-error search and delayed reward

The two most important distinguishing features of
reinforcement learning

Xin-Shun Xu @ SDU School of Software, Shandong University
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Reinforcement Learning _I

m The agent has to exploit what it already knows in
order to obtain reward, but it also has to explore
In order to make better action selections in the
future.

®m Dilemma — neither exploitation nor exploration
can be pursued exclusively without failing at the
task.

Xin-Shun Xu @ SDU School of Software, Shandong University



Reinforcement Learning _I

Environm/e>

nt
\ Vi
\ -
'~ To maximize
i value

m Main Elements

action
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Reinforcement Learning _I

m Main Elements

Total reward

Environment (long term)

action

V4 O
Immediate
reward

N\- 0o
@: To maximize
g value
(short term)

5
reward J‘? \9 t
" agen
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Reinforcement Learning _I

m Example (Bioreactor)

m State

current temperature and other sensory readings,
composition, target chemical

m Actions
how much heating, stirring are required?
what ingredients need to be added?

m Reward
moment-by-moment production of desired chemical

Xin-Shun Xu @ SDU School of Software, Shandong University



Reinforcement Learning _I

m Example (Pick-and-Place Robot)
m State

current positions and velocities of joints

m Actions
voltages to apply to motors

m Reward

reach end-position successfully, speed, smoothness
of trajectory

Xin-Shun Xu @ SDU School of Software, Shandong University



Reinforcement Learning _I

m Example (Recycling Robot)
m State

charge level of battery

m Actions

look for cans, wait for can, go recharge

m Reward

positive for finding cans, negative for running out of
battery

Xin-Shun Xu @ SDU School of Software, Shandong University



Semi-supervised Learning _I

m As the name suggests, it is in between
Supervised and Unsupervised learning
techniques w.r.t the amount of labelled and
unlabelled data required for training.

m With the goal of reducing the amount of
supervision required compared to supervised
learning.

m At the same time improving the results of
unsupervised clustering to the expectations of
the user.

Xin-Shun Xu @ SDU School of Software, Shandong University



Semi-supervised Learning _I
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Given.

along with labeled data

With lots of unlabeled data the decision boundary becomes apparent.
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Overview of SSL _I

m Constrained Clustering

m Distance Metric Learning

m Manifold based Learning

m Sparsity based Learning (Compressed Sensing).
m Active Learning

Xin-Shun Xu @ SDU School of Software, Shandong University



Constrained Clustering _I

® \When we have any of the following:
Class labels for a subset of the data.
Domain knowledge about the clusters.
Information about the ‘similarity’ between objects.
User preferences.

m May be pairwise constraints or a labeled subset.
Must-link or cannot-link constraints.
Labels can always be converted to pairwise relations.

m Can be clustered by searching for partitionings that
respect the constraints.

m Recently the trend is toward similarity-based approaches.

Xin-Shun Xu @ SDU School of Software, Shandong University



Constrained Clustering _I

Attribute 2

Attmbute 1
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Constrained Clustering _I
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Constrained Clustering _I
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Active Learning _I

m Basic idea:

Traditional supervised learning algorithms passively
accept training data.

Instead, query for annotations on informative images
from the unlabeled data.

Theoretical results show that large reductions in
training sizes can be obtained with active learning!

But how to find images that are the most informative ?

Xin-Shun Xu @ SDU School of Software, Shandong University



Active Learning _I

m One idea uses uncertainty sampling.

®m Images on which you are uncertain about
classification might be informative!

m \What is the notion of uncertainty?
|dea: Train a classifier like SVM on the training set.

For each unlabeled image, output probabilities
indicating class membership.

Estimate probabilities can be used to infer uncertainty.

A one-vs-one SVM approach can be used to tackle
multiple classes.

Xin-Shun Xu @ SDU School of Software, Shandong University



Active Learning

Classification algorithm

3

Active selection algorithm

Active pool
Human
annotation
Training set
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Other frameworks _I

m Multi-label learning

m Multi-instance learning

m Multi-instance multi-label learning
m Deep learning

Xin-Shun Xu @ SDU School of Software, Shandong University



ML&DM Problems Versus
Traditional Statistics I

m Motivations:
Prediction----Understanding----Causality

m Much traditional statistics is motivated primarily
by showing that one factor causes another.
Understanding comes next, prediction last. Such
methods often assume linear relationships
( perhaps after simple transformations), simple
distributions( e.g. normal).

® In machine learning and data mining, the order
IS usually reversed: prediction is most important.
Such problems have a large number of variables

Xin-Shun Xu @ SDU School of Software, Shandong University



Attitudes in ML&DM and Traditional
Statistics I

/ ML&DM \ / Trad. Statis.

1. No settled philosophy or 1. Classical (frequentist) and
widely accepted theoretical Bayesian philosophies
framework. compete.

2. Willing to use ad hoc methods 2. Reluctant to use methods
If they seem to work well without some theoretical
(though appearances may be justification (even

misleading). meaningless)

3. Emphasis on automatic 3. Emphasis on use of human
methods with little or no judgement assisted by plots
human intervention. and diagnostics.

4. Methods suitable for many 4. Models based on scientific
problems. knowledge.

5. Heavy use of computing. 5. Originally designed for hand

calculation, but computing
IS now very important.

Xin-Shun Xu @ SDU School of Software, Shandong University




Challenges for ML _I

m Handling complexity

Involve many variables, how can we handle this
complexity without getting into trouble.

m Optimization and Integration

Usually involve finding the best values for some
parameters (an optimization problem), or average
over many plausible values (an integration problem).
How can we do this efficiently when there are many
parameters.

m Visualization
Understanding what’s happening is hard, 2D? 3D?

Xin-Shun Xu @ SDU School of Software, Shandong University



Challenges for ML _I

m All these challenges become greater when there
are many variables or parameters ----the so-
called “curse of dimensionality”.

m But more variables also provide more
information

m A blessing? A curse?

Xin-Shun Xu @ SDU School of Software, Shandong University



How to handle complexity --I _I

m Properly dealing with complexity is a crucial
Issue for machine learning.

m Limiting complexity is one approach

Use a model that is complex enough to represent the
essential aspects of the problem, but that is not so
complex that overfitting occurs.

Overfitting happens when we choose parameters of a
model that fit the data we have very well, but do
poorly on new data (poor generalization ability).

Cross-validation, regularization,

Xin-Shun Xu @ SDU School of Software, Shandong University



How to handle complexity -l _I

m Reducing dimensionality is another possibility.
It is apparent that things become simpler if can find
out how to reduce the large number of variables to a
small number.

m Averaging over complexity is the Bayesian

approach.

Use as complex a model might be needed, but don't
choose a single parameter values. Instead, average
the predictions found using all the parameter values
that fit the data reasonably well, and which are
plausible for the problem

Xin-Shun Xu @ SDU School of Software, Shandong University



Example of complexity _I

m Points are generated for sin(2nx)+noise.

m We further suppose that we fit these data with a
polynomial function as follows:

M

M
L E -7
= w;a

J.
ylr,w) = wo + wixr +wex” + ...+ wpyx

Xin-Shun Xu @ SDU School of Software, Shandong University



Example of complexity _I

m Plots of polynomials having various of M, shown
as red curves.
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Example of complexity _I

m Graphs of the root-square error, evaluated on
the training set and on an independent test set
for various values of M

—&— Training
—&— Test
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Does Complexity should be limited? I

m If we make predictions using the “best fitting”
parameters of a model, we have to limit the
number of parameters to avoid overfitting.

m For this example, the model with M=3 seems
good. We might be able to choose a good value
for M using the method of “cross validation”, which
looks for the value that does best at prediction one
part of the data from the rest of the data.

m But we know sin(2nx) is not a polynomial function,
it has an infinite series representation with terms
of arbitrarily high order.
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Does Complexity should be limited? I

® How can it be good to use a model that we
know is false?

The Bayesian answer: It is not good. We should
abandon the idea of using the best parameters and
instead average over all plausible values for the
parameters. Then we can use a model (perhaps a
very complex one) that is as close to being correct as

we Cah manage.
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Reducing Dimensionality _I

m Suppose dimension of input data is 1000, can
we replace these with fewer ones, without loss
of information.

m On simple way is to use PCA (Principal
Component Analysis)

Suppose that all data are in a space, we first find the
direction of highest variance of these data points,
then the direction of second-highest variance that is
orthogonal to the first one, so on and so forth...

Replace each training sample by the projections of
the inputs on some directions.

m Might discard useful info., but keep most of it.
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Relationship between ML & DM_I

m Data-Mining (DM) is the process of extracting
patterns from data. The main goal is to
understand relationships, validate models or
identify unexpected relationships.

m Machine Learning (ML) algorithms allows
computer to learn from data. The learning
process consist of extracting the patterns but the
end goal is to use the knowledge to do
prediction on new data.
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Differences between ML & DM _I

m They are often interchangeably, but

m Data mining is more often used for problems
with very large amounts of data, where
computational efficiency is more important than
statistical sophistication----often business
applications.

m Machine learning is more often used for
problems with a flavor of artificial intelligence---
such as recognition of objects in visual scenes.
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Thank You !

Any Question?
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